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QI Sl D Intoducion and the Motivation.
Trusted Operating System (TOS)

Security Facilities
(IDS, Firewall, etc)

e App. level security solutions can
be bypassed [1]
— Intrusion Detection System (IDS)
and Firewall are executed it 0
in application level System Resources

Important Information

e TOS is an even more
fundamental security solution <

App. Level

“Without TOS, all security efforts result in
Fortress built upon sand”’[2]

Security Research Group 2



QU el . Introduction and the Motivation
Insufficiency of Current Access
Controls

e Current Access Controls

— Control Accesses Based on Instant
Access Information

— They cannot block some kinds of attacks
Ex) race condition attacks

Current

Execution
rogram P (arga, argb :
L{) g (arga, argb) Point get (subj, obj)

info
A

load_data(arga); <> —p save_data(argc) —
load_data(argb); <>

calculate; <> B iieiieiietietietietiedi ettt Aaineiiel
CEP save_data(argc);<> get (S_U?J, obj)

load_data(argc); <> —p load_data(argc) LS

- Control

print; <o

print;

\ 4

) get (subj, obj)
- info Access
=) print >
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Additional Constraints of E-RBAC

e We propose an extended access control

— Extend the vision and the functionality of the concept of
access control based on the sequence of operations

e Subject Abstraction and Object Abstraction
— Roles: a set of users (subject-abstraction)
Ex) Secretaries := {John, Michael, Tom}
— | Behaviors: a set of permissions (object-abstraction
Ex) FileOpSet := { f_open, f_close, f_read, f_write}

L’

: . Newly Added
° Operatlons 'n_ E-RBAC _ Components to express
— expressed in the Behavior layer “Execution Sequences”

e Permitted operations without procedural restrictions
e Prohibited operations without procedural restrictions

e Permitted execution sequences of operations (Positive procedural
constraints, Positive PC)

e Prohibited execution sequences of operations (Negative PC)
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Extended-Role Based Access Control

¢ Extended RBAC (E-RBAC)
— Core E-RBAC
— Constrained E-RBAC

e The Conceptual Diagram

® : Core E-RBAC
m+m : Constrained E-RBAC
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Modeling Behaviors

e Normal and Dangerous behaviors can be described

The permitted behavioral patterns of log file
management

Comm (o) | @) Gmomsd)

The prohibited behavioral pattern of the race
condition attack

Positive Negative
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QU el D3, Coloured petr Net Formal Model
A Formal Model for E-RBAC

e We need a formal method to specify and verify
security configuration of an E-RBAC system

e We define

— a new formal model Constrained Coloured Petri Nets (CCPN)
e based on Coloured Petri Nets (CPN) formalism

e CCPN describes access matrix information and procedural
information at the same time
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QU el D3, Coloured petr Net Formal Model
Constrained CPN (CCPN)

e Main Components of Coloured Petri Net (CCPN)

— Additional Component: Access Matrix
e row: subjects
e column: objects
e entry: permissions

— Interpretation: CPN Components are interpreted as AC
entities

e Tokens: Access Subjects
e Places: Access Objects
e Transitions: AEFs (Access Enforcement Function)

— Modified Enable Condition
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Testing a configuration with CPN

e We can test security related properties by
— Simulation
— Formal Analysis

e Example System Configuration
— USERS = {u, ..., u}
— ROLES = {SysAdmin, User, r,, ..., 1;}
— Objects = {logfile, mail_prg, file,, ..., file,}
— Modes = {read, write, open, close, execute, link, unlink}
— Behaviors = {ExecuteMailProgram, AccessLogFiles, b,, ...,

b.}

e Using the formal method, we can correct security
configuration errors
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Simulation Example

e Analysis by
Simulation: A Positive
PC Example

— The sets of execution - |
seqguences are B ¥ s v B

(uid, sid, oid, made, ok, rp, 17 (U(2LE( plile md_rd SysAdenin, SysAdimin pwath++
: @ 1 U B (2 pfile md_cp BysAdmin BysAdmin, paatch++
perfo rl’ [ |ed We” (1 10(23.5(2) piile.rod_ul SysAdmin SysAdmin pwac)
(uid, sid, did, mode, fak, rp, behay
* {uid, sid, oid, mode, itok, 1p, be e E¥_1
- - Uithosid, oid, mode, ok, i, behaw
e {open-read*-close} or -~ ;
ite*-c| mode=md_p oecpe] " (105001 T 08 1990 e, it
{open-write*-close} ol "

pfile_wir op_fetch4 pfile_rd

(uid, =id, oi

(uid, sid, oid, ™

e, 1tok, rp, behaw)

pfile_op

uid, sid, oid, mode, 1ok, rp, hehaw)

fuid, sid, oid, fnode, Mok, behav) (wid, sid, old, bode rang, ok, i, bedigy $id, oid, mode, itak, m, behay,

—~
op_fetch 7
s 1 (U288 (2 pfile rad_tl SyeAdmi Admmi L
id sid oid TAOOE TR b bek _.« 24 B2 plile rnd_tl BysAdrnin, Bysadmin, piat!

(uid, sid, aid, fnode, tokerp, hehay) (i sid; o1a, L S a¢

. e e wm
logging op_fetchﬁf read pfile_rdz2

{uiid, sidl, i, riode, MoRUp, behad (uid, £id, oid, TTRICETTIOR, 1P, behay,

fuld, gid, oid, iodaiand), ok, {p, hehay)
Token —|op_fetchs

APLEE " mode=rnd_ta oiu=pfie]
{uid, sid, oid, mode, Tk, rp, Beha)

{uid, sid, oid, made, rtok, ip, hehay)

(_uid, sid, aid fmode, 1ol rp, behay) (Lﬁd, sitl, old, mode, tak, i, behay)

‘1 pfile_el | [mode=md_cl, oid=pfils] pfile_cl3 ~

[mode=md_cl, aid=pfile]
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Formal Analysis

e Analysis by Formalism

— Liveness
e Liveness check for the transition

of attack detection

e \We can find and remove the

Formal analysis
results

86 Liveness Properties

8z
t Dead Harkings: Hone I
928
91 HNegativeRestriction1'link 1
92 HNegativeRestrictioni'mail_exec 1
93 HegativeRestrictioni'op_fetch? 1
94  HNegativeRestrictioni'op_fetch3 1
95  HegativeRestriction1'return 1
96 HegativeRestriction1'return2 1
97 HNegativeRestriction1'terminate 1
98 HNegativeRestrictioni'unlink 1
99 Overview'GenOPs 1
188 Overview'dummy 1
181 PositiveRestrictioni'logging 1
182 PositiveRestriction1'op_fetch5 1
182 PositiveRestriction1’op_fetché 1
164 PositiveRestrictioni'op_fetch7 1

185 PositiveRestrictioni'pfile_cl 1
186 PositiveRestrictioni'pfile_cl12 1
187 PositiveRestrictioni'pfile_c13 1
188 PositiveRestrictiont'pfile_rd 1
189 PositiveRestriction1'pfile_rd2 1
118 PositiveRestriction1'pfile_ur 1
111 Live Transitions Instances:

112

113 PositiveRestrictioni'op_fetchi 1

possibility of being attacked

sid

sid

fuid, sid, aid, mofle, ok, rp, behay)

[mode=md_ex, cid=mailf

{uid, sid, oid, mode, 1tok, rp, b

mail_run
Lehav)

Token

(uid, sid, oid, moh

retuim

Delay function
@+DELAT)

{uid, sid, oid, o
(uid, sid, oid, made, ok, rp,

unlink

(uid, sid, oid, more, 1tok, rp, b

[mode=md_ul]

{uich, sidd, oid, radde, ok, 1p, behav)

op_fetch2

Pl
hav)
| rtok, rp, behav)

e.rang), itak, rp, behay)
ehav)

hav)
e.1and), nok, ip, hehay)

(uid, sid, oid, Mode (Mo
—

e

return2

Remove a dangerous

Liveness check of this transition

operation

Original configuration

\4

86 Liveness Properties
87

88 Dead Markings: 6 [359,221,169,144,109,...]
89 Dead Transitions Instances:

28
91
92
93
94 Overview'dumnmy 1

95 Live Transitions Instances: Hone
26

egativeRestriction? Iin
HegativeRestriction1'terminate 1
i L3 (- |

Modified configuration

(Prohibit the unlink operation)
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An Implementation

e The Implementation Environment

— IFC-ETK100: An Embedded Board
o CPU: SE3208(32 bit EISC Processor)

e Memory:
— 4M ROM, 4M Flash, 16M SDRAM

— 0OS: uClinux-2.4.19

e The Implementation Result e ——

drwsr—sr—s 20 12288 Sep 2 2004 Jost+found
drwsr—sr—s 20 1024 Tul 8 2003 mnt
R dr—sr—sr—x 20 o 0 Apr 17 16:55 proc
— drwsr—sxr—s 20 1] 1024 Tul 8 2003 rookt
UCCESSTUIlY detects race conaiton == d0 o 104 T4 & 2003 chin
drwsr—rr— 20 o 1024 Apr 17 16:55 tmp
drwsr—sr—u 30 1] 1024 Sep 2 2004 wusr
tt k drisr—sr—< 5 0 1024 Tul & 2003 var
a ac S J» Jbinfthemis_forkattack
attack starts
fork to raceI’m the child
1. Exec sendmail
sending mails...
To... Jjohndos@dummy. net
It the parent, child h pid 10
2. unlink
2. link
| Joecuc> an atrack is detectad|
—zrattack finished
pid 9: failed 4096
/» Messages: hello

|
I[FLjO-I] [2A] [T 2 A
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AN et [ 4, Implementation.
Performance Test

e Performance Measurement
— Time costs of the execution of a simple program
— Time costs of the execution of a file copy (512bytes)

— Time costs of the execution of a simple program that have
procedural constraints

e Results

Our system: 10 % overhead

Overhead of other systems
-A current TOS implementation (SELinux): 5%
-A current application level IDS solution (Snort): 10%
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Conclusion

e The achievements

— Extended RBAC Model

e The vision and function of access control are extended

e The attacks which consist of ordinary operations are denied
— CPN Model for E-RBAC

e Hybrid model for access control

o Helpful for security administration
— Trusted Embedded OS

e E-RBAC can be implemented with reasonable overheads
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